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Human Agency and Oversight     

● Data Governance

● Transparency (procedural, strategic 

and organisational)

● Responsibility

● Consent

● Safety + Security

● Assessments, Audits, Logging 

Practices

● Human in the Loop

● And many more.



..cascading and catastrophic failure.



An AI system’s decisions, choices and suggestions are not neutral.

Diversity, Non-discrimination and Avoidance of unfair Bias



Examples of Bias (historic)

Ubiquitous AI systems need to function equally well for all.



AI systems should be technically, safe, accurate, robust and behave as intended.

adversarial attack
reward hacking



Geopolitics of AI

● ISO standardisation effort for Trustworthy 

AI

● US-EU Tech and Trade Council for 

bilateral coordination

● US National Institute of Standards and 

Technology AI Risk Management 

Framework

● Australian AI Ethics Framework

European Commission’s AI Act 



From ethical considerations to legal implications: High risk AI 

systems

● AI systems in Annex III: “high risk” – ‘stand-alone high risk AI systems’

○ Biometric identification and categorisation of natural persons

○ Management and operation of critical infrastructure

○ Education and vocational training

○ Employment, workers management and access to self-employment

○ Access to and enjoyment of essential private services and public services and 

benefits

○ Law enforcement

○ Migration, asylum and border control management

○ Administration of justice and democratic process
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● Control

● Acceptance

● Understanding 

● Prioritise technology that 

adapts to us and not vice-

versa



Let’s shape our future and not be shaped by it.



Thank you.
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